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Abstract. Within the project of F-2 personal robot we design a system for auto‐
matic text comprehension (parser). It enables the robot to choose “relevant”
emotional reactions (output speech and gestures) to an incoming text – currently
in Russian. The system executes morphological and syntactic analysis of the text
and further constructs its semantic representation. This is a shallow representation
where a set of semantic markers (lexical semantics) is distributed between a set
of semantic roles – structure of the situation (fact). This representation may be
used as (a) fact description – to search for facts with a given structure and (b)
basis to invoke emotional reactions (gestures, facial expressions and utterances)
to be performed by the personal robot within a dialogue. We argue that the execu‐
tion of a relevant emotional reaction can be considered as a characteristic of text
comprehension by computer systems.
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1 The Problem of Text Comprehension

Since the Chinese room argument [1] the problem of automatic text comprehension
became one of the cornerstone questions in Computer Linguistics and Artificial Intel‐
ligence. In his original publication Searle has argued that no artificial computer can
understand natural text in a way people do. Since then – numerous critics have suggested
the architectures of “understanding”, which apply to human comprehension and also
can be implemented on a basis of a computing machine. The development of robot
companions has opened another view into the problem: human infers, or rather – feels
being understood, basing on replies and emotional reactions from the interlocutor. This
view has very little to do with internal architecture of the software. As suggested by our
communication with dogs – humans feel being understood, basing solely on the behav‐
ioral responses from dogs, without any speech interaction. Following these observation
we develop the project of F-2 companion robot with the emotional reactions as the main
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component to maintain contact with humans. Unlike dogs, F-2 processes natural speech
and suggests emotional comments and reactions. To enable this capacity we develop a
syntactic parser, which constructs shallow semantic representation, suitable to select a
relevant emotional reaction and suggest the distribution of emotional roles in a situation.

2 Approaches to Text Comprehension and Sentiment Analysis

The task of extracting emotional evaluations from text is usually solved using the bag-
of-words method. The text (as a whole or each sentence separately) is represented as a
set of word forms or lexemes; the position of the word in the text or in the sentence is
not taken into account. This approach is presented in a number of papers [2–5]. In order
to minimize numerous shortcomings of this approach researchers often use the bag-of-
n-grams – an unordered set of tuples consisting of n consecutive words [2, 6]. Dialogue
systems also often focus on individual words or n-grams to choose their answers.
However, intelligent systems for text analysis and user interaction should determine the
role of a particular character of the text in a situation, attribute the character to a certain
syntactic or semantic valence and recognize the situation frame.

Apart from a complete syntactic analysis of the text there are several alternatives
that extract fact structure with the help of partial analysis. For example, in [7] text is
parsed into so-called T-expressions: three element tuples <subject, relation, object>. T-
expressions are used as the basis both for sentiment analysis task and for other applica‐
tions such as automatic question answering.

A similar approach is used in [8]. The suggested system divides each fact into four
parts: (a) an object from the thesaurus, (b) the type of syntactic relationship between the
object and the member of the sentence syntactically associated with the object, (c)
member of the sentence associated with the object, and (d) presence of a negation.
Syntactic relationships are extracted by Tomita parser – a tool for context-free grammars
– equipped with 50 rules. The resulting syntax group of four elements is a subject to
further analysis and evaluation.

ABBYY Compreno parser [9] for each sentence in the source text constructs a tree,
whose nodes have not only grammatical characteristics, but also attributed semantic
classes from the ontology. The resulting tree is used as a basis for facts extraction. Once
a rule is triggered, the proposition associated with the object is extracted. Thus, the
semantics of the sentence is presented as a set of propositions related to given objects.
The extracted collection of facts enriches the tree with new characteristics, which in turn
triggers other rules, allowing new propositions to be extracted.

In Sentilo project [10], a complex linguistic model that includes a variety of linguistic
resources and tools is used to perform sentiment analysis. Evaluation of the sentence is
computed from RDF graph. The graph nodes are syntactic elements and their ontological
classes, the edges – are the relations derived from several of linguistic theories and
ontologies. Emotional evaluation is calculated for significant actants and for the whole
predicative structure. The averaged positive and negative evaluations are used as the
final sentiment score for the whole sentence.
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We can see that the main tendency in the field is to construct complete syntactic trees
and use extracted facts as reference structures. In our work we separate syntactic and
semantic representations, as well as process semantic representations by numerous
scripts, responsible for emotional arousal and robot’s reactions.

3 Parser Architecture

Parser is designed to construct semantic representation, suitable to apply an emotional
reaction towards a specific participant. In particular, some situations can be considered
as ‘terrible’ with possible aggression to be conveyed to A, or as ‘pity’ with possible
compassion to be expressed to B. To construct the representation the parser implements
morphological, syntactic and semantic processing of the incoming text as suggested by
theoretical linguistic models, e.g. [11]. The parser is written in C#, the grammar is in
syntXML format and the dictionary is stored in SQL database. On each step of
processing the parser may upload the results of analysis to an SQL database or transfer
them to other software components, e.g. to F-2 robot (see Fig. 1).

Fig. 1. Architecture of the text analysis and reaction transfer to F-2 robot

3.1 Morphological Processing: Stemmer and Dictionary

Stemmer relies on a database, which keeps all wordforms and grammemes for 48,000
lemmas. The dictionary is based on OpenCorpora project [12]. 28,000 words in the
dictionary are annotated by semantic markers (from 1 to 18 markers per word, average
2). Markers are assigned (a) basing on hyperonyms – and represent the semantic class
of the word, and (b) basing on the sensitive semantic features, for example, ‘intensity’
can be emotionally relevant in phrases like Why do you push me? [13]. Unlike traditional
ontologies, a word may keep semantic markers from different classes: bank has the
markers for ‘organization’, ‘building’ and ‘abstract container’. This polysemy allows
us to simulate “situational effects”, where a word meaning may be shifted depending on
the situation or by the emotion to be invoked by semantics – top-down emotional
processing [14]. So different reference frames of scripts (units for inferences and
emotional reactions) may address different focal markers in the semantics of a word. In
addition to polysemy, we describe lexical homonymy: markers can be assigned to
several meanings of a word (like bank1 – financial institution, building vs. bank2 – river
bank). A script will also select the meaning, which fits better to its reference frame.
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3.2 Syntactic Processing: syntXML

We develop a dependency parser with left-to-right approach. After the morphological
component assigns morphological hypotheses to each segment (token) – the segment is
added to a syntactic stack, and the syntactic component tries to reduce the stack head
with the grammar rules. A rule is defined as a possible reduction, where the right-hand
side can be reduced to the left-hand head h (1). Head h can also be a member of the
right-hand side and subordinate all other right-hand side segments (2).

h →< a, b, … n > (1)

h →< a, b, h, … n > or < a, b, h
head, … n > (2)

Right-hand side of the rule may have a variable number of segments (1 or more) as
well as optional segments. The grammar contains 490 rules, written on a specially
designed syntXML language [15]. Application of each rule is evaluated, scores are
calculated on the basis of SynTagRus treebank [16] – total score is calculated for a stack.
Once a rule is applied, it may assign a semantic role to a segment. We rely on this list
of semantic roles, suggested in [17]: ag (agent), pat (patient) etc. The predicate is
assigned to p semantic role. This procedure locates clauses in a tree – where each clause
consists of a predicate p and a number of its actants.

For each type of homonymy appearing within a stack – lexical or morphological
ambiguity, ambiguity of rules application – the stack is duplicated. So on each step the
parser works with n stacks with highest total scores (for standard tasks we set n = 1000),
stacks with lower scores are discarded.

3.3 Semantic Processing: Scripts

Each tree is subdivided by syntactic rules into clauses – a predicate and a list of actants.
For each actant – semantic markers of the head word (noun, verb) and subordinate words
(adjectives, adverbs) are extracted from the dictionary and assigned to the semantic role
of the actant. This constructs a semantic frame, representing a single clause (Table 1).

Table 1. Semantic representation (frame) for the utterance A real man is always interested in the
life of the beloved girl

p (predicate) ag (agent) pat (patient)
think, pay-attention,
frequently

object, somebody, man,
positive

abstract, time-period, existence,
object, somebody, woman, of-
minimal-age, positive

As suggested by M. Minsky [18], artificial agents may have numerous models for
drives and emotions – proto-specialists, which compete to control the agent behavior.
Further A. Sloman [19] has suggested CogAff architecture, where scripts, responsible for
emotional processing, compete with scripts, devoted to rational (deliberative) procedures
and meta-management (reflexive thinking). We rely on the list of scripts for emotional
processing represented in [20]. It includes 13 scripts for negative situations: DANGER,
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APPROPR (“Appropriation”), SUBJV (“Subjectivity” – e.g. ‘all he thinks about is
himself!’) etc., and 21 scripts for positive situations: CONTROL, CARE, COMFORT,
ATTENTION (e.g. ‘they all adore you!’), APPROVAL (e.g. ‘you did it like a real man!’)
etc. The semantic representation in Table 1 activates the following scripts:

• PLAN: Somebody plans something frightening against me – ‘man makes some evil
plans against woman’

• SUBJV (“Subjectivity”): Somebody is narrow-minded, thinks only about one thing
– ‘all men think about are women’.

• ATTENTION: Subject is pleased, because somebody pays an attention at him –
‘woman is happy because of the men’s attention’.

• APPROVAL: Somebody acts like a hero, does something right – ‘real men do it right
to pay attention’.

Although APPROVAL and ATTENTION are more relevant, we do not consider the
activation of PLAN and SUBJV as false positive. These reactions can be used (a) to
generate latent behavioral patterns of the robot (where it is happy but afraid to attract
attention), (b) to express mood – where a “depressive” robot prefers negative reactions,
(c) by the mechanism of irony to generate sarcastic responses and simulate the sense of
humor [21].

Scripts are also helpful to solve syntactic homonymy: if numerous trees are exported
by the syntactic analysis, the semantic processor chooses the tree, which has the highest
degree of similarity with reference frames of the scripts – which corresponds to a more
standard situation or is more likely to invoke emotions.

4 Robot and the Transfer or Behavior

As suggested in [22] the development cycle for a computer agent should include (a)
collection of human behavior into a multimodal corpus, (b) design of the behavioral
model, (c) implementation of the model in a computer agent, simulation of the observed
behavior and (d) test of the simulated behavior. In our studies we collect and annotate
records of the multimodal behavior within the project of the Russian Emotional Corpus
– REC [23]. We also design software to operate a robot companion and F-2 robot – as
a demonstrator of the software. We observe behavioral patterns – gestures and facial
expressions, typical to express certain communicative functions [24], draw the patterns
in 3D model and save them in a library to be accessed by the robot. Each script is assigned
to one or several behavioral reactions: utterance pattern and a BML record – Behavior
Markup Language [25]. Sematic analysis of an input text activates one or several scripts,
which send their BMLs to robot for execution. BMLs can compete for the robot actua‐
tors, which results in richer and more compound behavior, where numerous reactions
are expressed at the same time.

As shown, text comprehension can be an important component within the design of
a robot companion, which maintains emotional contact with a human. Text under‐
standing here is implemented by the construction of a shallow semantic representation
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and the selection of a relative emotional reaction. This representation can also serve as
a basis for knowledge extraction and semantic search.
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