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Abstract. In a more general project, the present study is a part of, we apply nat-
ural communicative behavior to a robot in a situation where it acts as an assistant
for a child while the child is solving a spatial problem — in our case, a Tangram
puzzle. In order to find the key features of such tutoring behavior, we have ar-
ranged a natural situation with two people, helping each other to solve a puzzle.
To date, 10 adult (5 pairs) men and women have been recorded. We analyzed the
communication strategies that respondents use to effectively help in solving the
task. We pay special attention to the emotional dynamics of the participants in
each of the two dialogue positions: the assistant and the Tangram solver. We use
the obtained data to develop deep and differentiated emotional model for the ro-
bot that is applicable to the situation of free assembly of the Tangram puzzle.
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robot tutors.

1 Introduction

What makes a robot attractive? In natural communication, a person adjusts his behavior
to the situation and actions of other people. Therefore, for the effective interaction with
humans, robots also need to perform coordinated and timely actions based on the anal-
ysis of their social environment. A key feature of social robot behavior is the ability to
adapt to the changing needs of the user [1]. Perceived adaptability affects the perceived
utility of the robot, increases user’s satisfaction from the interaction as well as the in-
tention to use it in the future [2]. Robot’s ability to respond to changes in the surround-
ing situation, to adapt its behavior and emotional expression to the users is an important
factor to create a positive impression of interaction with a companion robot. It is im-
portant for robots to demonstrate emotional dynamics and expression depending on
incoming events, such as reactions to successful or incorrect user’s actions, user’s ques-
tions, and user’s gestures directed to the robot (for example, touching). The emotional
model of companion robots might provide flexible and diverse behavior that underlies
social interaction with humans.



The robot’s ability to simulate ‘feelings’ and express the variety of emotional reactions
using expressive means (e. g. movements with eyes, head, and hands) is highly appre-
ciated in learning [3-6]. Robots are used for teaching natural sciences [7], mathematics
[8], music [9], and foreign language [10]. The use of robots might be also effective for
developing children’s cognitive skills [11-12]. Social robots involve children in learn-
ing, increase their motivation and curiosity, as well as the number of emotional re-
sponses [13-15]. Robots can demonstrate various means of communication: using ges-
tures, boy postures, and facial expressions, that also helps to increase the interest and
motivation of users to learning. Thus, modeling complex emotional behavior is one of
the key characteristics for educational robots.

So many researchers pay special attention to the development of an emotional robot
model [16] in learning. For example, in [17] iCat robot plays chess with a child. The
robot’s emotional state and expression is affected by every move of the child. Children
may interpret the robot’s affective behavior and by that acquire additional information
to better understand the game. The robot has empathic abilities, that also contributes to
improving children’s chess skills.

In our lab, we are developing a robot that acts as a child’s assistant in solving puz-
zles. In this way, the robot controls the solution of the task: it introduces the puzzle to
a child, gives instructions, and monitors the progress of the task.

2 F-2 robot platform for experiments

2.1 Modeling of multimodal robot behavior

We are developing the F-2 robot, which can be used as an experimental platform for
the development of interaction models between humans and robots (Fig. 1). Robot’s
movements are modeled based on The Russian Emotional Corpus (REC) [18]. In this
way, we model a complex robot behavior that is as close as possible to natural commu-
nication behavior. This behavior allows the robot to interact with people naturally and
intuitively.

Numerous experimental studies have shown that complex nonverbal behavior of a
robot has an effect on the attractiveness of the robot to the user. For example, in [19],
we investigated the effect of complex robot eye movements on users. The experiment
[20] evaluated the contribution of various means of communication (eye movements,
facial expressions, gestures, speech) to the positive impression of the robot. It was
shown that emotional gestures of the F-2 robot increase its attractiveness to the user,
more than head movements and facial expression. Another experiment [21] investi-
gated the effect of oriented robot gestures on users in spatial game situations. It was
found that subjects implicitly prefer the robot that uses pointing gestures in its instruc-
tions. It is also shown that some participants in the experiment follow the robot’s point-
ing gestures, without realizing it.



Fig. 1. The robot F-2.

In a recent study [22], we test the effect of robot’s emotional gestures and speech on
participants in a game situation. In the experiment two identical robots helped children
to complete the tangram puzzle. In the experiment two independent variables were var-
ied, each of which had two levels: (a) robots demonstrated expressive (emotional) or
neutral gestures, (b) robots could react with emotional or neutral statements. It was
found that emotional gestures are the key factor that influences the attractiveness of the
robot for the child. In addition, children noted that the robot with emotional speech and
gestures is more kind, empathic, it “has interesting words”. In our experiment it was
found that the robot F-2 successfully acts as a teacher, children like his assistance in
solving spatial puzzles.

Previous simulations of game assistance were organized in the Wizard of Oz para-
digm: the moves by the player were evaluated as successful or not by a remote human
operator. Robot has been suggesting to complete the puzzle in a fixed order. As we
develop an automatic system computer vision recognition system for Tangram puzzle,
our attention is focused on the development of an extended emotional model of the
robot with more complex system of robot responses with the optimal frequency of sug-
gestions. The emotionality of gestures and speech should be more differentiated. On
the one hand, when developing a model, it is necessary to focus on well-known classi-
fications of emotions. For example, the robot must be able to look surprised, sad, happy,
angry, frightened or fell shame. On the other hand, a qualitative analysis of the behavior
of real people in identical situations is necessary. For example, in [23] the analyses of
human-human interaction (HHI) has been suggested as the basis of multidisciplinary
approach to the development of empathic robotic tutor. In [24] the Inter-ACT (INTEr-
acting with Robots—Affect Context Task) corpus was presented, an affective and con-
textually rich multimodal video corpus containing affective expressions of children
playing chess with the iCat robot.

2.2 Video corpus

To develop a deeper and more differentiated emotional model, we need a qualitative
analysis of behavior of real people in identical situations — in situations of assembling



a puzzle. In our work, we create a corpus with recordings of pairs of people helping
each other to solve a tangram puzzle. To date, 10 adults (5 pairs, average age 34.5 years)
have been recorded. We analyze the communication strategies that respondents use to
effectively assist in solving the problem and pay special attention to the emotional dy-
namics of the research participants in each of the dialogue positions (assistant and puz-
zle solver).

The participants helped each other solve a tangram puzzle by suggesting the right
moves. Each subject had to solve and to explain 4 figures: two from a single set of
Tangrams (7 elements), two from a double set (complex figures, made of 14 elements).
In total, solutions to 40 Tangram tasks were recorded. Before the beginning of each
session, the solver received the outer contour of the figure to the solved, and the assis-
tant received the detailed composition of the figure — one of the possible solutions. The
assistants were not limited to follow a specific strategy — it was important to create the
situation of free assembly to select the appropriate strategies for the robot. The respond-
ents could use pointing gestures, but they were not allowed to touch the figures and the
target place for the game element. The experiment was recorded on a video camera

(Fig. 2).
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Fig. 2. The experimental situation.

Following the analysis of video recordings, we have identified the main assisting strat-
egies. The strategy in which the assistant focuses on the actions of the solver was called
“Helping”. It is characterized by the increased time for requesting a hint, adjustment of
hints to the current arrangement of elements on the field, a general orientation towards
the behavior of the puzzle solver. The strategy, in which assistants insistently try to
impose their strategy on the solver, was called “Dominant”. Study participants used
both strategies depending on the complexity of the task and the previous interaction
experience. The average waiting time for a hint or comment for the Helping strategy is
about 10 seconds, for the Dominant — 3 seconds. Consequently, while assisting a hu-
man, a robot must wait for a hesitation pause of variable duration to give an advice, so
as not to look intrusive and not deprive the subjects of the opportunity to solve complex
problems without assistance.

The analysis of video recordings revealed the types of instruction used by the study
participants:



1. Instruction about specific operations with a single game element.

2. Instruction about the decision procedure.

3. Instruction about the general structure of the figure or a general instruction.

These types of instructions can be initiated by the assistant before the puzzle solver
begins the corresponding actions — this is typical for the dominant strategy. Instructions
can also be offered when the puzzle solver meets the difficulties, in response to the
solver’s request, which is usually typical of a helping strategy. When assembling a tan-
gram puzzle, respondents balance between different types of prompts, develop the most
optimal strategy for interacting with each other.

After analyzing the corpus, it was also found that participants in the experiment
demonstrate complex behavioral patterns for emotions of different “depths”. The emo-
tional expressions can be divided into push emotions (internal or experienced) and pull
emotions (external or expressed).

According to the data obtained, half of the subjects experienced great difficulties not
in assembling itself, but rather in assisting. The respondents began to get nervous, when
the solver misinterpreted the advices, tried to hide their irritation, got upset because of
the lack of mutual understanding in the pair, etc. Informants often intentionally used
exaggerated expressions of fatigue or surprise to indicate the opponent’s wrong action
—e. g. behavioral patterns corresponding to the statements: | can’t stand your mistakes
anymore! or Why is it so hard? Such emotions were demonstrated to make the assess-
ment of the interlocutor’s actions more explicit. In other words, if a person wants to
describe the interlocutor’s action as incorrect, he can imitate emotion and broadcast a
message about the interlocutor's incorrect actions not only through a direct statement
(Wrong), but also through an emotional pattern.

The identified patterns can be interpreted based on K. Scherer’s concept of push and
pull emotions (experienced and expressed emotions) [25]. Based on experimental and
corpus studies, Scherer showed that push-emotions are experienced internally by a per-
son, while their external expression is suppressed as much as possible. This is typical
for those emotions that are not approved in society (aggression, disgust, gloating). At
the same time, pull-emotions can be experienced by a person relatively poorly, but their
external expression is significantly exaggerated, for example, this is typical for empathy
and guilt — for emotions in which the expression is associated with social approval.

Implementing such emotional dynamics on a robot will allow us to design complex
emotional responses. The obtained data is considered when developing the emotional
model.

3 Formal model of emotional dynamics

To develop a formal emotional model, we proceed from the following requirements:
1. The robot should process the majority of incoming stimuli, giving preference to
the correct and incorrect movements of the user.
2. The robot can take the initiative and give advice to the user.



3. The choice of communication strategy (as in 1 and 2) depends on (a) the signifi-
cance of the stimulus, (b) the robot’s simulated personal characteristics — emotional
profile, and (c) the overall simulated emotional state of the robot.

Cucrema ynpaiieHHs: poOOTOM HO3BOJISIET HAM KOMOWHHPOBAaTh MUMHYECKHE U JKe-
CTOBBIC peakiMi poOOTa U3 Pa3IMYHBIX MOBEACHYCCKUX MakeToB (B Gpopmate BML).
Hanpumep, poOOT MOKET B OTMH MOMEHT BBIPaXKaTh OTPUIIAHUE WIN HEJJOBOJBCTBO B
JIBIDKEHUSIX TOJIOBBI, U MPH 3TOM KOMIIEHCHPOBATh UX JBI)KEHUSAMH PYK (Hampumep,
MOYECHIBAHUEM WM aBTOMAHUIYJIHPOBAHUEM). APXUTEKTypa I0O3BOJIIET MOJCIUPO-
Bath BeIpaxkeHune complex behavioral patterns for emotions of different “depths”.

Mps1 pazpabaTbiBaeM 3MOLMOHAIIBHYIO MOJIENb, KOTOpas B paMKax UTPOBOM CHTya-
UM UMUTHPYET KaK KPaTKOCPOUHYIO SMOLMOHANBHYIO AMHAMHKY (B paMKax OJHOU
KOMMYHUKATHBHOW pEaKI[MH) C MOMOIIBI0 WHBEHTapsl BbIpaxkaeMbix smorwmit (pull-
9MOIIHI), Tak ¥ 0oJiee JOATOCPOUHYIO (Ha MHTEpBajiaxX B HECKOJIBKO JACHCTBUIT) KOMMY-
HUKATHBHYIO IWHAMHKY — B (QYHKI[HH MIEPSIKHUBACMBIX PUSh-IMOTIHiA.

Jnst koMOMHAIMI SMOLIMIT UCTIONB3YETCs CIIEYIONINI 1a0JIOH pearupoBaHMUs:

BXOJ] OT IOJIb30BAaTENs: <€CTBUE MOJIb30BaTEIS>

BBIXOZ OT poOoTa: <marTepHbl KOMMYHHKAaTHBHBIX (DYHKIMH BBIPaKaeMbIX 3MO-
1> <BBICKa3bIBaHHE POOOTa> <HAaTTEPHbI KOMMYHHKATHBHBIX (DYHKIMH NEepeKUBa-
€MBIX 3MOLIMI>
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Fig. 3. Cxema 3MOIIMOHAIBEHOH MOEIN

HpI/I MOCTYIUICHUH Ha BXOJ IPAaBUJIbHOI'O WJIHW HENPABUIBHOI'O ,I[eﬁCTBPIfI I10JIb30Ba-
TeJls BBIUMCIISIETCS OJIM30CTh COOBITHS CO CTUMYJIbHBIMHA mabJI0HaMHu BbIpaKa€MbIX 1
MEPEIKNBACMBIX 3MOI_II/II71. Brimonasercs pac4deT u OOHOBIIEHHE YPOBHS aKTHBU3ALUU
3MOLIPII>'I. ITocie Y€ro, B COOTBETCTBUU C TPUBECACHHBIM I.Ha6J'IOHOM, q)OpMI/IpyGTCSI nc-
X0s1Iee COO6III€HI/IC, B Ha4aJi€ KOTOPOT'O BBINIOJHAIOTCA MMATTEPHBI BBIPA)KACMBIX S5MO-
IIPIﬁ. 3T0, OpeKIAC BCECro, SMOIMOHAJIBHBIC 3HAKH, OPUCHTUPOBAHHLIC Ha 06paTHy10



CBA3b — IIOJIB30BATCJIb JOJIXKCH IIOHATH, OLICHUBACT JIU pO6OT €ro MocJeHee IecTBIE
MMO3UTHUBHO WM HEraTUBHO. BXxopsiee COOBITHE TAaK:KE MEHSET aKTUBallUO OGIIII/IX ne-
PCKMBACMBIX 3MOHI/II71, KOTOPbIC AEMOHCTPUPYIOTCA C IMOMOLIBIO JOCTATOYHO c1abbIxX
BHCUIHHUX HpOHBHeHI/Iﬁ.

4 Conclusions

Our goal was to develop the communicative behavior of the robot for a situation in
which it acts as a tutor in solving a tangram puzzle. For this, the corpus was collected
and analyzed, which includes video recordings of the puzzle assembly during the inter-
action of two adults. Analysis of video recordings allowed us to identify key features
that need to be implemented in robot’s communicative behavior: types of assistance
advices, the strategies of their requests and offers. In addition, we found that partici-
pants in the experiment demonstrated complex behavioral patterns for emotions of dif-
ferent “depths”. Their emotions can be divided into internal (experienced or push-emo-
tions) and external (expressed or pull-emotions). Based on the data obtained, we de-
velop a flexible emotional robot model that adapts to a variety of communication situ-
ations.
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