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Abstract

We examine the use of multimodal hedges (a politeness strategy, like saying 4 kind of!) by companion robots in
two symmetric situations: (a) user makes a mistake and the robot affects user’s social face by indicating this mistake,
(b) robot makes a mistake, loses its social face and may compensate it with a hedge. Within our first hypothesis we
test the politeness theory, applied to robots: the robot with hedges should be perceived as more polite, threat to its
social face should be reduced. Within our second hypothesis we test the assumption that multimodal hedges, as the
expression (or simulation) of internal confusion, may make the robot more emotional and attractive. In our first ex-
periment two robots assisted users in language learning and indicated their mistakes by saying Incorrect! The first
robot used hedges in speech and gestures, while the second robot used gestures, supporting the negation. In our second
experiment two robots answered university exam questions and made minor mistakes. The first robot used hedges,
while the second robot used addressive strategy in speech and gestures, e. g. moved its hand to the user and said That s
it! We have discovered that the use of hedges as the politeness strategy in both situations makes the robot comfortable
to communicate with. But robot with hedges looks more polite only in the experiment, where it affects user’s social
face, and not when the robot makes mistakes. However, the usage of hedges as an emotional cue works in both cases:
the robot with hedges seems to be cute and sympathy provoking both when it attacks user’s social face or loses its
own social face. This spectrum of hedge usage can demonstrate its transition from an expressive cue of a negative
emotion (nervousness) to a marker of speaker’s friendliness and competence.
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AHHOTAIUSA

MBI HceneryeM HCHoIb30BaH|E MYJIbTHUMOAAJIBHBIX XeIDKEH (CTpaTerus BeKINBOCTH, Hanpumep, Bo Gppase Tuna
moeo!) pob0TaMi-KOMIIAHEOHAMH B JBYX CUMMETPUYHBIX CHTYAIHsAX: (@) TO0JIb30BaTeh COBEPIIACT OMIUOKY, H pOOOT
YIpOXKaeT COUMATBHOMY JIMILY TI0JIB30BaTeNs, YKa3bIBas HA 3Ty OmHOKY, (0) poOOT coBepaeT ommoKy, TEpsET CBOE
COLMABHOE JIUIO ¥ MOJKET KOMIICHCHPOBATh TO Xe/mkeM. B paMkax Hael repBoi rUIoTe3bl MBI IPOBEPSIEM TEO-
PHIO BEXJIMBOCTH B NIPUMEHEHUH K poOOTaM: poOOT C XemKaMH JOJDKCH BOCHPHHUMATHCS Kak Ooiee BEXKIIMBBIH,
yrpo3a ero ColHaNIbHOMY JINILY JI0JDKHA OBITh CHIDKEHA. B pamMkax Haluel BTOpOi TUIIOTE3b! MBI IPOBEPSEM HPEIIO-
JIO)KEHUE O TOM, YTO MYJIBTUMOJAJbHBIE XEKH, KaK BbIpaKCHUE (MM MMHTAINMs) BHYTPEHHETO 3aMeNIaTelbCTBa,
MOTYT cieaTh podoTa GoJiee SMOLMOHAIBHBIM U IIPUBJIEKATeIbHbIM. B HallleM 1epBoM 3KCIEpUMEHTE Ba poOoTa
MIOMOT'JIU NOJIB30BATEJISIM B 3YUCHUH SI3bIKA U YKA3bIBAJIM HA UX OIIMOKH, roBops «Henpasunvro!» Ilepsslit poboT
HCIIOJIb30BAJI XE/DKU B PEUH U XKECTaxX, B TO BPEMs KaK BTOPOH pOOOT UCHIOIB30BAII KECTHI, OJUICPIKUBAIOIIHE OTPH-
LiaHue. B HalleM BTOPOM 9KCHIEPUMEHTE J1Ba pOOOTa OTBEYaIH Ha BOIPOCH! yHUBEPCUTETCKOTO 9K3aMeHa U JIOITy CKaJIk
HE3Ha4YUTeNbHbIC OMNOKH. [TepBbIil poOOT MCIIONB30BA XE/KH, B TO BPEMsI KaK BTOPOil poOOT HCIIONIB30BaJ CTpaTe-
THIO aleUIIIUK B PEUN U JKecTax, HalpHMep, Maxal pyKoil B CTOPOHY ITOJb30BaTeNs W roBOpWI: «BoT Tak!» Msl
0OHapyXHIIN, YTO HCIIONB30BAHNE XEMKel B KaueCcTBE CTPATEIHH BEXKIIMBOCTH B 00CHX CUTYaIMsX JAeNaeT oOIeHne
¢ poboroM Gonee kompopTHBIM. [Ipy 3TOM POOOT C XemKaMH BHIIIIAUT O0JIee BEXKIIMBBIM TOJIBKO B OKCIIEPHMEHTE,
IJIe OH YrPOXKaeT COLMAJIbHOMY JIMILY M0JIb30BATElIs], HO HE KOIa caM poOoT coBepiuaeT omuoku. OQHAKO UCIIONB30-
BaHHUE XCMKEH JUIf BBIPAKEHHs SMOLMI paboTaeT B 000MX Cilydasx: poOOT C XeKaMU KaKETCS CUMIIATHYHBIM U
BBI3BIBAET COYYBCTBHUE, KOTZAa OH YIPOXKaeT COLMAJIBbHOMY JIMILY T10JIb30BATENsl MM KOTZA OH TepsieT COOCTBEHHOE
COLMANBHOE JIMI0. DTOT CIEKTP MCIOIB30BaHUs XEIKEil MOXKET IPOAEMOHCTPHPOBATh IIEPEXO XeKa OT CPElICTBA
BBIP)KCHHS HETATUBHOM YMOLMH (HEYBEPEHHOCTH) K CPE/ICTBY 0003HAYCHUS IPYKETIOOUS U KOMIIETEHTHOCTH TOBO-
psmiero.

KonroueBsie cji0Ba: MyIsTUMOJATbHAS KOMMYHHUKAIVS; POOOTHI-KOMIIAHEOHBI; SMOIHOHAIEHEIE KOMITBIOTEPHEIC
CHCTEMBI; YTpo3a COLMAILHOMY JIUILY; TEOPHs BEXKIMBOCTH

1 Introduction

Robots may encounter different communicative tensions while failing to execute a user’s instruction,
and thus, failing a user’s trust, or while correcting a user, and thus, deprecating his competence. The
linguistic theory of politeness [1] describes these situations as a threat to social face — of the speaker or
of the hearer — which can be compensated by the use of politeness strategies. These strategies may
mitigate the face loss and make the communication more polite and pleasant, while still permitting to
transfer the required message. Hedge is an expression of approximation: You are guite right. The theory
of politeness describes hedges as a strategy of negative politeness [1: 145] and prefers these utterances
to direct judgements, like You are right! At the same time, hedge can also serve as a discourse marker
of (a) uncertainty and hesitation, when the speaker is not confident about the judgement and adds a
hedge to make it less definite, (b) dialogue turn taking, when a speaker says / guess to gain people’s
attention [2]. In multimodal behavior hedges can be combined with nonverbal signs of hesitation or
confusion. In our study we want to evaluate the perception of multimodal hedges in two different situa-
tions: where the speaker threatens the social face of the hearer or his own social face — see [1: 67]. We
shall execute these studies in interactive communications with two companion robots, as a robot can
precisely reproduce the required behavioral patterns in interactive situations. Although the experimental
talks with robots may not exactly imitate natural human communication, robots may maintain interactive
communication with people in exact and determined way that cannot be achieved in interactive human-
to-human experiments.

In our study within human communication with companion robots, we put forward two hypotheses:
(1) the expression of verbal and non-verbal hedges makes the speaker more polite and comfortable to
communicate with, (2) multimodal hedges are the expression of emotions that can make a communica-
tion friendlier, and the speaker — more sympathy provoking. Our goal is to find the boundaries of the
theory of politeness, applied to communication with robots, and study the conditions, where a hedge is
perceived as (a) a mean of politeness, or (b) a marker of internal nervousness and hesitation. The appli-
cation of politeness strategies to the robots giving advice may have very promising perspectives [3].
Robots communicating with people may naturally fail (be corrected by humans) or correct a human,
thus, requiring some politeness strategies to support natural communication.

To test the hypotheses, we have executed two experiments, where (a) robot affects user’s social face
by correcting user’s mistakes, and (b) robot loses its social face by making slight pre-programmed mis-
takes in its answers. In each experiment, one of the robots uses hedges, while the other does not. We
evaluated human perception of the robots via surveys. As the two robots are identical in their behavior
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(except for the hedges), we are able to justify the differences in evaluations by the usage of hedges by
one the robots.

We have been concentrating on the situations of communication, where success or failure is linked to
some oral production. For the first experiment we were looking for a setup, where the user makes real
mistakes and the robot has to indicate these mistakes to the user. We have chosen a situation of word
learning, where the human participant practices memorizing words of a foreign language, while the
robot corrects its mistakes. For the symmetric experiment we were looking for a situation, where the
robot fails in its oral production. We have selected an exam situation, where a participant asks the robot
some exam questions, and the robot answers with slight mistakes in its statements. Each experiment was
performed with two robots, where the first robot used hedges, while the second robot used gestures and
speech, supporting its judgement: addressive strategy or negation.

2 Experiment 1: Robot affects user’s social face by indicating his mistakes

To study the situation where a speaker affects the social face of the hearer, we have simulated a word
learning environment, where the user (hearer) was learning Latin words with the companion robot
(speaker). 38 participants took part in the experiment, mean age 19. Each participant started the experi-
ment with one of the two robots, the order was randomized for each participant. The experiment with
each robot was divided into two stages: word acquisition and word training (see Figure 1). During the
acquisition phase each of the Latin words was introduced to the participant on a screen with a translation
into Russian. Pre-recorded pronunciation of a Latin word by a professional Latin teacher was transmitted
via the speakers. The robot then announced a keyword to help remember the Latin word. Keywords
were phonetically similar Russian words, selected in a preliminary survey (n = 42, mean age 22, 28
females). The robot used Yandex speech API service for speech production.
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Figure 1: Scheme of Experiment 1 for a single condition. Words with keywords (hints) are introduced
on the acquisition phase (a). On the training phase (b) the robot asks to translate each word and replies
with a negative reaction (/ncorrect!) with or without hedge — or with a positive reaction (Correct!).

During the training phase the robot announced a word in Russian and waited 5 seconds for the trans-
lation into Latin. If no correct answer was given within 5 seconds (silence was treated as an incorrect
answer), the robot announced that the answer is not correct, offered the keyword and waited another 5
seconds. If no correct answer was given, the robot reacted as to an incorrect answer, the correct transla-
tion was announced by the Latin teacher (pre-recorded audio via the speakers) and the robot moved to
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the next word in 1 second. Correct answers were marked by the experimenter from another room via
Wizard-of-Oz scheme to start the “positive” reaction, while robot’s reactions to errors/silence were au-
tomatic. The order of words was randomized; on the training phase each word was offered twice. Com-
puter screens were not used on the learning phase, participants only communicated with robots: they
saw the robots and heard robots’ speech as well as the correct pronunciation of the words by the Latin
teacher via the speakers.

Two robots differed in two experimental conditions: the first robot accompanied its reactions to in-
correct answers by multimodal hedges, for example, by saying No! 4 bit incorrect! and manipulating its
hands, while the other robot said only /ncorrect! and used gestures, supporting the negation, like shaking
its head or hand. The gestures were selected from the Russian Emotional Corpus [4, 5, 6] as typical
multimodal behavioral patterns for the corresponding utterances; gestures were reproduced on the robot
to be used in the experimental protocols. Behavioral protocols for the robots were designed in the Be-
havior Markup Language [7].

After word learning with one of the robots, participants filled out a questionary to evaluate the inter-
action and moved to the table with the other robot to study the next batch of Latin words. After the
sessions with the two robots, participants were invited to another room to check the learned words and
fill out the final questionary to compare the robots.

The experiment did not show any significant difference in the efficiency of word learning. However,
the robot with hedges was preferred as a potential learning partner: 42% of the participants chose the
robot with hedges, 21% with negations, and 37% evaluated robots equally. Not all the participants no-
ticed the difference between the two robots, but many of them implicitly preferred the one with multi-
modal hedges. At the same time, several subjects explicitly noticed the differences, but have preferred
the “strict” robot that clearly corrected the errors, as this type of control suited them and corresponded
to the traditional role of a “strict teacher”.

3 Experiment 2: Robot loses its social face by making mistakes

Within the second experiment the robot had to experience failures in its speech production and compen-
sate it with a hedge. We have selected a situation, where students interviewed the robot on the questions
of an actual university course “Introduction to Semiotics”. 21 participants took part in the experiment
with mean age 20. The list of 8 exam questions with the correct answers was reviewed by participants
before the experiment and remained on the table during the experiment. Participants had to interview
one of the robots, asking one question after another, and then — the other robot. The order of robots was
randomized for each participant. After user’s question, the corresponding answer to be given by the
robot was selected by the experimenter via Wizard-of-Oz scheme. So, the robot could answer questions
in randomized order, as it was, indeed, suggested by some participants. The questions were similar for
the two experimental conditions. Each answer contained a slight pre-programmed inaccuracy: the robot
indicated century (instead of the exact year), indicated only one option out of three, or made a mistake
in the second name of a scientist. The mistakes were similar for the two experimental conditions. Users
had the ability to control robot’s mistakes as they had the correct answers on the table during the whole
experiment. Robot’s answer consisted of three parts, the robot (a) hesitated — looked aside or upward,
joined its hands, (b) reported the answer with no gestures (eye movements were allowed), (c) for the 1%
condition — demonstrated a hedge with speech and gestures, for example, said / think so, bit its lip and
manipulated hands (see Figure 2a), and for the 2™ condition — demonstrated addressive strategy, for
example, said That’s it and waved its hand towards the human (see Figure 2b). Parts (a) and (b) of the
reaction, including answers and mistakes, were identical for the two conditions. Between the answers
robots demonstrated slight movements, typical for inactive behavior. After the interaction with each
robot a participant had to fill out a questionary, reporting, if the robot hesitated, was nervous, made a
lot of mistakes, answered confidently, was comfortable to communicate with, etc. Participants had also
to evaluate the perceived psychological characteristics of the robot, by rating it as friendly, competent,
sympathy provoking, apathetic, emotional (etc.) on 5 points scale from very unlikely to very likely.
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(b)
Figure 2: F-2 Robot with (a) hedge — biting the lip and manipulating hands, or (b) addressive gesture

4 Results

Regarding the usage of hedges within the politeness theory (the first hypothesis), in the first experiment,
the robot, attacking user’s social face and using hedges, was perceived as more polite (p < 0,01,
Mann-Whitney U Test) (Fig. 3a), on the contrary, robot without hedges was evaluated as more hostile
(p <0,01), indifferent (p <0,01) and condemning (p < 0,01); its corrections were more confusing to a
user (p < 0,01). Robot with hedges was evaluated as more trying to establish contact (p < 0,05), as com-
pared to the robot without hedges. In the second experiment, the robot, making mistakes and using
hedges, did not appear to be more polite (no significant results). While the evaluation of the robot with
hedges as polite was significant only for the first experiment, robots with hedges in both experiments
were evaluated as more comfortable to communicate with (Mann-Whitney U Test, p < 0,05) (Fig. 3b).
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Figure 3: Hedges within the politeness theory. Robot seems polite when it uses hedges while affecting
a user, not when it’s losing its face (a). Robot seems more comfortable to communicate with, when it
uses hedges in both conditions (b).

Regarding the usage of hedges to establish an emotional contact (the second hypothesis), in the first
experiment, the robot, attacking user’s social face and using hedges, is considered as competent
(p <0,05), responsive (p < 0,01), caring (p < 0,05). Also, this robot was evaluated as calm (p <0,01),
as compared to the robot without hedges.

In the second experiment: robot, making mistakes and using hedges, was evaluated as hesitating

(p <0,01) and nervous (p < 0,05), while the robot with addressive strategy was answering clearly
(p <0,05) and more detached (p < 0,05).
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In both experiments, robots with hedges are perceived as friendly (Mann-Whitney U Test, p < 0,01)
(Fig. 4), sympathy provoking/cute (Mann-Whitney U Test, p < 0,01) and good-hearted (Mann-Whitney
U Test, p <0,01).
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Figure 4: Hedges to establish an emotional contact: robot seems friendly, when it uses hedges in both
conditions.

5 Discussion

Our verification of hedges as a strategy of politeness in its “strong” definition (the usage of hedges
makes speaker sound more polite) applies only to the situation, where the speaker attacks the social face
of the hearer: e. g., corrects hearer’s mistakes. At the same time, the understanding of hedges as a po-
liteness strategy in more “moderate” definition (the usage of hedges makes conversation more comfort-
able) applies to both situations: when the speaker attacks social face of the opponent or loses his face
due to his own mistake.

The first observation may seem trivial: indeed, the robot using politeness strategy seems more polite.
At the same time, this starting point testifies that the politeness strategy does apply to robots (at least,
within the modelled setup), as some people (schoolchildren) prefer the robot without politeness strate-
gies and consider it as more modern, close to the speech of school children [8]. As an ambiguous ex-
pressive pattern, a hedge may contribute not only to the expression of politeness, but also to the expres-
sion of emotional and cognitive states: nervousness and hesitation. Our verification of hedges as a mean
to convey the internal emotional state gave quite compound results. Indeed, the robot, giving wrong
answers, is perceived as hesitating and nervous, so hedges can indicate the internal emotional state. At
the same time, hedges (as an indication of internal confusion) can provoke some complementary emo-
tions of the hearer, like compassion and sympathy. Some experiment participants — students — did un-
derline that they associated themselves with the robot, who makes mistakes in exam answers and hesi-
tates. So, a negative emotional state (nervousness) can provoke a positive emotional state of the hearer
and establish the emotional contact in general: robots with hedges we perceived as friendly/cute/good-
hearted in both situations.

At the same time, in the situation where the speaker (the robot) controls the hearer by asking the
lexical questions and indicating hearer’s mistakes, the speaker’s hedges make him competent and re-
sponsive. We suggest that its use of hedges naturally allows a human to assign to the speaker locus of
control (teacher’s role) and, thus, treat the speaker as more competent and responsive. This observation
contributes both to the first and second hypotheses.

While the robot with hedges in the second experiment was more nervous, in the first experiment it
was, on the contrary, considered as calmer. We suggest that while in the second experiment hedges
played their primary expressive role (the expression of hesitation and nervousness), in a situation, where
the speaker governs the hearer, hedges (as voluntary usage of a politeness strategy) indicate speaker’s
degree of self-control, thus, he is considered as calmer, as compared to the speaker without hedges.

In the experiment 2, we have compared hedges with addressive gestures. The robot with addressive
gestures was considered as answering clearly, which can be treated as a contribution of addressive ges-
tures (as compared to hedges). At the same time, addressive strategies in this condition cannot be con-
sidered as a form of positive politeness, as they made the robot look detached — not empathetic, as it
could be suggested, if the addressive gestures contributed to positive politeness.
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5 Conclusion

As can be demonstrated in the experiments with companion robots, multimodal hedges contribute to the
politeness in different situations by making the speaker more comfortable to communicate with. At the
same time, hedges make the speaker more polite only when he affects the social face of the hearer, e. g.
corrects hearer’s mistakes.

The compared results of the two experiments allow us to suggest the following spectrum of commu-
nicative functions for hedges. Hedges, as a language formula, prototypically express inexactness and
tentativeness. They initially correspond to the emotional expression of hesitation and nervousness of the
speaker. Indeed, a speaker, who makes mistakes and uses hedges is evaluated as nervous and hesitating.
This emotional state can invoke the compassion of the hearer and make him perceive the speaker as a
friendly interlocutor in a wide range of situations: where speaker loses his face or attacks the faces of
others. This usage of hedges corresponds to a wider definition of politeness strategies, as a hedge makes
communication more comfortable — both, when the speaker loses his social face or has to attack the
social face of the hearer. The ability of the speaker to use hedges in a situation, where he governs and
corrects the hearer, makes him sound caring and responsive: i. e. the hearer agrees with the transfer of
control to the speaker, who uses hedges. Moreover, the hearer considers a speaker with hedges as more
competent. And finally, hedges contribute to making the speaker more polite — the core function of
hedges, as described by the theory of politeness. However, this applies only to the situations, when the
speaker threatens the social face of the hearer. This corresponds to the narrow understanding of a hedge
as a politeness strategy.

This spectrum demonstrates the transition of hedge from an expressive negative emotional reaction
(nervousness, hesitation) to a marker of speaker’s care and competence and finally — to a politeness
strategy.
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